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So we are done with the proof of Rolle's Theorem.
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Both $f$ and the line go through the points $\langle a, f(a)\rangle$ and $\langle b, f(b)\rangle$. So the difference between them is 0 at $a$ and at $b$. Indeed,

$$
g(a)=f(a)-\left[f(a)+\frac{f(b)-f(a)}{b-a}(a-a)\right]=f(a)-[f(a)+0]=0
$$

and

$$
\begin{aligned}
g(b) & =f(b)-\left[f(a)+\frac{f(b)-f(a)}{b-a}(b-a)\right] \\
& =f(b)-[f(a)+f(b)-f(a)]=0
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So Rolle's Theorem applies to $g$. So there is a $c$ in the open interval $(a, b)$ with $g^{\prime}(c)=0$. Above we calculated that

$$
g^{\prime}(x)=f^{\prime}(x)-\frac{f(b)-f(a)}{b-a}
$$

## Proof of the Mean Value Theorem

So Rolle's Theorem applies to $g$. So there is a $c$ in the open interval $(a, b)$ with $g^{\prime}(c)=0$. Above we calculated that

$$
g^{\prime}(x)=f^{\prime}(x)-\frac{f(b)-f(a)}{b-a}
$$

Using that we have

$$
0=g^{\prime}(c)=f^{\prime}(c)-\frac{f(b)-f(a)}{b-a}
$$

which is what we needed to prove.
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$$
\frac{f(b)-f(a)}{b-a}=\frac{f(3)-f(1)}{3-1}=\frac{27-1}{2}=13
$$

$f^{\prime}(c)=3 c^{2}$. So we seek a $c$ in $[1,3]$ with $3 c^{2}=13$.
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$-\sqrt{\frac{13}{3}}$ is not in the interval $(1,3)$, but $\sqrt{\frac{13}{3}}$ is a little bigger than
$\sqrt{\frac{12}{3}}=\sqrt{4}=2$. So $\sqrt{\frac{13}{3}}$ is in the interval $(1,3)$.

## Example

$3 c^{2}=13$ iff $c^{2}=\frac{13}{3}$ iff $c= \pm \sqrt{\frac{13}{3}}$.
$-\sqrt{\frac{13}{3}}$ is not in the interval $(1,3)$, but $\sqrt{\frac{13}{3}}$ is a little bigger than
$\sqrt{\frac{12}{3}}=\sqrt{4}=2$. So $\sqrt{\frac{13}{3}}$ is in the interval $(1,3)$.
So $c=\sqrt{\frac{13}{3}}$ is in the interval $(1,3)$, and

$$
f^{\prime}(c)=f^{\prime}\left(\sqrt{\frac{13}{3}}\right)=13=\frac{f(3)-f(1)}{3-1}=\frac{f(b)-f(a)}{b-a}
$$

